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12, participants completed a series of 6 forced-choice tasks,
where they heard a sentence while watching two of the pre-
viously seen videos played simultaneously side-by-side. The
video pairs showed two different characters performing the
same action, and participants clicked on one video to indicate
which corresponded to the sentence. Participants who failed
to get all 6 correct received feedback and were returned to the
beginning of the experiment to try again.

In block 2 (action learning), participants saw 12 transi-
tive actions, 6 with each of two randomly selected verbs.
Agents and patients were chosen to be roughly equally fre-
quent. Videos were again accompanied by audio and tran-
scription. Afterwards, 4 more forced choice trials were shown
using previously unseen scenes with these two verbs. Each
pair of videos differed by only the verb, subject, or object.
Participants received performance feedback (number of cor-
rect trials), but continued regardless of performance.

Block 3 (action learning 2) introduced the remaining 2
transitive verbs in the same way as block 2. Afterwards, there
were 8 forced choice trials, with each of the 4 transitive verbs
being used as the correct video twice. Again, pairs could dif-
fer in either the verb, subject, or object.

In the 1/3 and 2/3 determiner conditions, nouns were cho-
sen at random to be given determiners, but each of the three
learning blocks was constrained to contain the appropriate
proportion.

In block 4 (production), participants were instructed to
“speak” the language they had learned. On each of 15 trials, a
previously unseen transitive action video was played without
any sound or transcription. Above the video was a written
vocabulary list of words from the language. Participants con-
structed a sentence by clicking on words one at a time, and
could hear their sentence by clicking a “play” button, or click
on a “reset” button to start again. They were told to click on
a “continue” button when they were happy that their sentence
was an appropriate description of the video. Videos in this
block all contained two animate participants.

Results
Two types of behavioral data were collected: the forced
choice discrimination tasks seen after blocks 2 and 3, which
were combined in the analysis, and the production trials. Data
was analyzed using multilevel logistic regression with ran-
dom intercepts for participant, verb, subject, and object, ex-
cept where there were too many subjects with ceiling perfor-
mance to fit such a model, where we fell back on weighted
empirical logit regression over subject means (McCullagh
& Nelder, 1989). We excluded the no-determiner condition
from these analyses to yield a crossed design. Because of
space limits, we only report p values for chi-square model
comparison tests associated with the predictors of interest.

Discrimination performance was high in all conditions.
Natural gender determiner classes lead to slightly higher per-
formance (93 vs 87%, p = .01) but there is no effect of input
frequency (main effect: p = .91, interaction:p = .13). In the
no determiner condition, 91% of trials were correct.

Multiple measures were calculated from the production tri-
als. First, we calculated vocabulary correctness: sentences
are correct under this measure if they contain the correct verb
and the two correct nouns, in any order and with or with-
out any determiners. There was no effect of determiner type
(p = .78), but correctness differed depending on input fre-
quency (main effect: p = .03, interaction: p = .11). This was
clearly driven by high performance in the 1/3-gender condi-
tion (77%, compared with 47-63% in the other 5 conditions.
This pattern is unexpected, and we assume it is due to chance.
In the no determiner condition, 39% of trials had the correct
words.

Next we calculated word order correctness. Sentences are
considered correct if their verb, subject and object are in the
expected order, SOV. We excluded trials which did not have
the correct words. Performance is close to ceiling in all con-
ditions (grand mean 89%), showing that when participants
get the words right, they almost always use them in the cor-
rect order. There was a significant effect of determiner type
(p < .001) such that natural gender conditions were correct
more than arbitrary conditions (92 vs 85%). There was an ef-
fect of input frequency (p < .001) with performance increas-
ing with greater input frequency (83, 92 and 94%). There
was no significant interaction (p = .95). In the no determiner
condition, performance was 87%.

Figure 2 shows determiner presence. This is the proportion
of nouns produced by a participant that are preceded by any
determiner. There is an obvious effect of input frequency such
that participants who saw more determiners in the input pro-
duce proportionally more themselves (main effect: p < .001)
but no effect of determiner type (main effect: p = .11; inter-
action: p = .13).
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Figure 2: Exp1 determiner presence in production (bars show
condition means, points show subject means).

Finally, Figure 3 shows determiner correctness. Each de-
terminer prodcued by a participant is marked correct or in-
correct depending on whether it is in the appropriate class for
the following noun. There is a main effect of determiner type
such that natural gender conditions are more accurate than
arbitrary classes (81 vs 69%; p = .04) but no effect of input
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What’s in a (gg)plot?

I data

I geoms (geometric objects)

I stats (optional data transformation)

I scales (mapping of values in data space to values in aesthetic
space)

I coordinate system

I facets (conditioning specification)



Layers

I plots are organized in layers
I each layer has four components:

I data and aesthetic mapping (controlled by scale)
I statistical transformation
I geometric object
I position adjustment



Today

I histograms

I density curves

I scatterplots

I line plots

I barcharts



http://had.co.nz/ggplot2/


