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Abstract
This paper tests the hypothesis that language comprehen-
ders update their beliefs about the statistics of their language
throughout the lifespan, and that this belief update allows com-
prehenders to combine probabilistic linguistic cues according
to their reliability. We conduct a multi-day sentence compre-
hension study in which the reliability of a probabilistic cue
to syntactic structure is manipulated between subjects. We
find that as the reliability of one cue to syntactic structure de-
creases, comprehenders come to rely more on a second cue
to syntactic structure. The results are consonant with ratio-
nal models of cue integration in speech perception and in non-
linguistic domains, thus suggesting a unifying computational
principle governing the way humans use information across
both perceptual and higher-level cognitive tasks.
Keywords: psycholinguistics; adaptation; sentence process-
ing;

Introduction
In order to understand language, humans must make infer-
ences about intended messages in the face of uncertainty aris-
ing from noisy perceptual data and ambiguity inherent in the
structure of language. Research in psycholinguistics suggests
that humans accomplish this task partially by capitalizing on
probabilistic cues in the linguistic as well as the non-linguistic
context (e.g. Jurafsky, 1996, Tanenhaus, Spivey-Knowlton,
Eberhard, & Sedivy, 1995). For instance, in temporarily am-
biguous sentences such as (1)—where the judge is temporar-
ily interpretable as both the direct object of acknowledged and
the subject of an embedded sentence complement, by-word
reading times at the point at which the sentence is disam-
biguated (had been) are correlated with the conditional prob-
ability of the structural representation assigned to the incre-
mental parse given a number of probabilistic cues, such as
the verb (for instance, the probability of the sentence comple-
ment is greater given assert than acknowledge, based on cor-
pus statistics and norming data), the post-verbal noun phrase
(if a post-verbal noun phrase is unlikely to be a direct object
of the verb, the probability that it is the subject of an embed-
ded clause increases), etc. (MacDonald, Pearlmutter, and Sei-
denberg (1994), Garnsey, Pearlmutter, Myers, and Lotocky
(1997)).

(1) The lawyer acknowledged the judge had been unfair
to the defendant.

Probabilistic cues provide comprehenders with informa-
tion that can be used to guide inferences during incremen-
tal language processing, thus contributing to processing effi-
ciency (see Smith and Levy (2008) for an explicit proposal

along these lines). However, the cues relevant to comprehen-
sion are moving targets: probabilistic cues such as those men-
tioned above are context-dependent in that their reliability
may vary depending on speaker identity, context, and speaker
dialect (see Tagliamonte, 2005, e.g., for a discussion of vari-
ability specifically in syntax). How do comprehenders cope
with this variability and maximize the usefulness of proba-
bilistic cues? The current study addresses this question, and
tests a two-pronged hypothesis, framed in the spirit of ratio-
nal analysis (Anderson, 1990):

• A: Lifelong implicit learning: throughout adulthood, hu-
mans continuously update and adjust estimates of proba-
bilistic cues relevant to language comprehension. We will
refer to the results of this process as adaptation (cf. also
Chang, Dell, & Bock, 2006 and references therein).

• B: Rational linguistic adaptation: adaptation is rational
in the sense that humans update their beliefs about lan-
guage in order to maximize the utility of probabilistic cues
in the signal.

Preliminary evidence for (A) comes from language com-
prehension studies at multiple levels of representation (e.g.
Kraljic & Samuel, 2007, Clayards, Tanenhaus, Aslin, & Ja-
cobs, 2008 at the phonetic level; Wells, Christiansen, Race,
Acheson, & MacDonald, 2009, Fine, Qian, Jaeger, & Jacobs,
2010 at the syntactic level). Preliminary evidence for (B)
comes primarily from from speech perception (e.g. Clayards
et al., 2008, Kraljic, Samuel, & Brennan, 2008), though these
studies are not necessarily framed in terms of the hypothe-
ses presented above. Of particular relevance is Clayards et
al. (2008). They manipulated participants’ experience with
voice-onset time (VOT), a probabilistic cue to phonetic cat-
egory membership. For participants in one group, the distri-
bution over VOT values that emerged over the course of the
experiment had a low variance; for participants in the other
group, this distribution had a high variance. The rationale of
the manipulation is that the reliability of a probabilistic cue
can be quantified as the inverse of the variance of the distri-
bution over values that the cue can take. Generally speak-
ing, rational models of perception predict that cues should be
weighted according to their reliability—the lower the relia-
bility of a probabilistic cue, the less subjects should rely on
that cue (e.g. Ernst & Banks, 2002).

Consistent with the predictions of rational accounts of per-
ception, participants in the low reliability (i.e. high variance)



group displayed less certainty than subjects in the high reli-
ability (i.e. low-variance) group in a categorization task that
required making inferences based on VOT. In short, partici-
pants relied on a probabilistic cue to the extent that that cue
was reliable.

It remains an open question whether the computational
principles underlying participants’ behavior in the Clayards
et al. (2008) study pervade all levels of language process-
ing, or whether these principles are limited to the interface
between perceptual processes and linguistic categories, as in
speech perception.

The goal of the present study is therefore to test the hy-
potheses that belief update and the rational weighting of prob-
abilistic cues are general computational principles of lan-
guage processing. We focus specifically on sentence compre-
hension, which provides a domain for investigating higher-
level language processing.

Methods
To explore these questions, we conducted a multi-day sen-
tence processing study in which the reliability of a probabilis-
tic cue to syntactic structure was manipulated by providing
participants with experimentally controlled experience with
that cue in a between-subjects design, following the logic of
the experiment reported in Clayards et al. (2008).

Specifically, in sentences like (1), reading times at the point
of disambiguation (had been) are sensitive to at least two
cues: (1) the presence or absence of the complementizer that
(e.g. The lawyer acknowledged that the judge had been un-
fair to the defendant), which, when present, disambiguates
the post-verbal NP (the judge) as the subject of a sentence
complement; and (2) the verb itself (acknowledged in (1)).
The verb contains information about the probability of differ-
ent argument types (and hence different syntactic structures)
following it. In that sense, the verb is a probabilistic cue that
comprehenders can employ to make inferences about the in-
cremental parse. Verbs such as acknowledge, regret, confess,
etc. can take either a sentence complement (SC), as in (1),
or a direct object (DO), as in The woman acknowledged her
own shortcomings, and each of these argument types occurs
with some probability. This conditional probability can be
estimated based on corpus statistics or norming studies. In
the current study, we provide participants with experimen-
tally controlled experience with such so-called DO/SC verbs
to directly manipulate participants’ estimates of the reliability
of the verb as a probabilistic cue in order to see whether this
shifts how participants weigh each cue during parsing.

Participants were assigned to one of two groups. In both
groups, participants read sentences containing DO/SC verbs
over the course of three non-consecutive days. In one group,
all DO/SC verbs (i.e. all verbs that could potentially take ei-
ther a DO or an SC argument) took SCs. In the other group,
DO/SC verbs occurred 50% of the time with DO arguments
and 50% of the time with SC arguments. We make the sim-
plifying assumption that all DO/SC verbs in the study only

occur in DO or SC structures and thus correspond to a bino-
mial distribution over syntactic structures. Because the vari-
ance of a binomial distribution is minimized when one event
occurs with a probability of 1 and the other with a probability
of 0 and maximized when both events are equally likely, we
refer to the two groups as the high reliability group and the
low reliability group, respectively.

To visualize the manipulation, the experience of subjects in
the low reliability group will correspond to panel A in Figure
(1), whereas subjects in the high reliability group will receive
experience with DO/SC verbs corresponding to panel B.

The key prediction is that, as the variance of the distribu-
tion over argument types for the verbs increases (i.e. as the
variance of p(SC|v) increases), the reliability or informativity
of the verb as a cue to syntactic structure decreases. Partici-
pants should therefore rely more on a second cue to syntactic
structure—here, the complementizer that, since the reliability
of that cue remains constant across groups—as the reliability
of the verb cue decreases. Such a tradeoff between multi-
ple cues has been demonstrated in vision (Knill & Saunders,
2003) and visual-haptic tasks (Ernst & Banks, 2002).
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Figure 1: Probability distributions over argument types for
DO/SC verbs in the High Variance and Low Variance groups.

Procedure
80 participants visited the lab on five separate, non-
consecutive days. Each visit took place no sooner than 48
hours after the previous one. The structure and time-course of
the exposure phase in this experiment were closely modeled
on that of (Wells et al., 2009). Similar to their experiment,
ours consisted of a pre-exposure self-paced reading task on
the first visit, a second, post-exposure self-paced reading task
on the fifth visit which was identical to the first, and three
intervening visits that comprised the exposure phase of the
study.



The procedure at each of these five visits is outlined below,
and the overall experimental regimen is visualized in Figure
(2), where each box corresponds to a different day in the ex-
periment.
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Figure 2: Schematic illustration of the exposure phase used
in the experiment

Visit 1: Pre-training self-paced reading task Participants
were randomly assigned to either the low reliability or high
reliability group. During the first visit, participants in both
groups completed the same self-paced reading task. The ma-
terials for the self-paced reading task comprised a subset of
those used in (Garnsey et al., 1997). Participants read 36 tar-
get sentences containing DO/SC verbs, as well as 72 filler
sentences containing a variety of syntactic structures.

To maximize the temporary ambiguity effect, the DO/SC
verb was always followed by an NP that made a plausible
DO continuation (e.g. The talented photographer accepted
the money could not be spent yet). Target sentences occurred
in one of 2 (temporarily ambiguous vs. not) x 3 (verb bias)
conditions.

In the unambiguous condition, the complementizer that
was present, as in (2a). In the ambiguous version, the com-
plementizer that was absent, as in (2b), where the temporarily
ambiguous NP (the money) and disambiguating region (had
been) are underlined.

(2) The talented photographer accepted . . .
a. . . . that the money could not be spent yet.
b. . . . the money could not be spent yet.

Verb-bias was manipulated between items. Based on norm-
ing data from Garnsey et al. (1997), 12 target verbs were clas-
sified as SC-biased, 12 as EQ-biased, and 12 as DO-biased.

The goal of the first visit was to provide an initial, base-
line measure of the effects of prior verb bias and ambiguity
(complementizer presence/absence) on participants in each
group, to which post-exposure self-paced reading times could
be compared to assess the effect of exposure. Specifically, we
expect reading times during the ambiguous and disambiguat-
ing regions (e.g. . . . the money could not . . . ) to reflect the
group manipulation.

Visits 2-4: Exposure Beginning with the second visit to the
lab, participants received experimentally controlled exposure
to DO/SC verbs. Of the 36 verbs included in the self-paced
reading task from visit 1, 16 of these were included in the
exposure phase. Of these, 8 were classified as SC-biased and
8 were DO-biased. The purpose of including only a subset
of the verbs in the exposure phase was to assess the lexical-
specificity of the effect of exposure, discussed below.

At each visit in the exposure phase, participants read a to-
tal of 64 sentences containing DO/SC verbs, with each of the
16 verbs appearing 4 times at each visit. In addition to these
64 sentences, participants read 64 filler sentences, randomly
interspersed between critical sentences. Filler sentences con-
tained a variety of syntactic structures, but none contained
DO/SC verbs. Across the exposure phase visits, all DO/SC
sentences and all fillers were unique (participants never read
the same sentence twice). Moreover, the sentences containing
DO/SC verbs included in the exposure varied in length and
semantic content. Sentences were presented in block form
(i.e. the entire sentence appeared on the screen, and partici-
pants pressed the space bar when they were done reading the
sentence).

Participants assigned to both the low reliability and the
high reliability group received exposure to the same 16 verbs,
saw these 16 verbs an equal number of times, and read the
same fillers. The crucial difference between the two groups’
exposure lists was the proportion of sentences containing
DO/SC verbs that involved DO continuations (as in (3)) ver-
sus SC continuations (as in (4)). For participants in the high
reliability group, all sentences containing DO/SC verbs oc-
curred with SCs. For participants in the low reliability group,
DO/SC verbs occurred 50% of the time with DOs and 50%
of the time with SCs.

(3) The lawyer acknowledged [SC the judge had been ly-
ing].

(4) The lawyer acknowledged [DO the judge in the red
sweater].

For both groups, half of all SC sentences included the com-
plementizer that.

Visit 5: Post-exposure self-paced reading task At visit 5,
participants in both groups returned to the lab and performed
the exact same self-paced reading task they performed during
visit 1. Additionally, each subject saw the same experimen-
tal list they saw during visit 1 (i.e. saw the same items in
the same conditions), in order to make pre- and post-training
reading times maximally comparable.

By hypothesis, then, for participants in the high reliability
group, an estimate of p(SC|vi)—i.e. the conditional proba-
bility of the SC structure given a particular verb, vi, included
in the exposure—that reflects the context-specific statistics
of the input is p(SC|vi) = 1, and for participants in the low
reliability group, p(SC|vi) = .5. Crucially, for both groups,
p(SC|that) = 1. Thus, the informativity or reliability of the



verb cue differs between the groups, while the reliability of
that remains identical for the two groups.

What would count as a rational estimate of p(SC|v), if the
goal of adaptation is efficient processing (as hypothesized in
(B)), depends on a variety of as of yet unknown factors: how
much variability is there between speakers at the syntactic
level, for example? Also, in our experiment, do speakers con-
sider the visits to be all generated by the same “speaker” or at
least a sufficiently consistent and stable “situation” that adap-
tation can be considered a rational strategy?

Even though the answers to these questions are not known
and we therefore do not know the rational estimate of p(SC|v)
for visit 5, we can still say that the verb will be a more infor-
mative cue in the high reliability compared to low reliability
group. It is also likely that the reliability of the complemen-
tizer will be higher than that of the verb cue in the low relia-
bility group.

In sum, then, if participants in our experiment are up-
dating their representations of probabilistic cues to syntac-
tic structure in order to reflect the statistics of the (possibly
experiment-specific) input, and are subsequently weighting
these cues according to their reliability, participants in the low
reliability group should rely more on the complementizer as
a cue during the post-exposure self-paced reading task than
in the pre-exposure task. These participants should also rely
on this cue more relative to participants in the high reliability
group.

Results and Discussion
Raw word-by-word reading times across both pre- and post-
exposure were regressed onto word length (in characters), and
the residuals of this model give the standard measure used in
reading studies, length-corrected RTs. We examine both the
effect of exposure for items which contained a verb included
in the exposure, as well as the extent to which the effect of
training was lexically specific by comparing the effect of ex-
posure on verbs included in the exposure phase vs. those not
included.

Effect on verbs in exposure
To test the hypotheses outlined in the introduction, length-
corrected reading times were regressed onto the full factorial
design (i.e. all main effects and interactions) of time (pre-
vs. post-training), group (high reliability vs. low reliability),
ambiguity (complementizer present vs. absent), and SC-bias
(SC- vs. DO-biased). The data were analyzed using linear
mixed effects regression, with the maximum random effects
structure justified by the data based on model comparison.1

Regardless of which group participants were assigned to,
there was an overall speedup in reading times from pre-
to post-exposure. This surfaced as a main effect of time
(β = −42,SE = 3.9, p < .001). There was also a significant
main effect of ambiguity, such that reading times were lower

14-way ANOVAs yield the same results as those reported below.
Thus the results do not depend on the particular statistical analysis
performed.

for unambiguous sentences (sentences with the complemen-
tizer that) than for ambiguous sentences (sentences without
the complementizer). This interacted with time: the pro-
cessing advantage conferred by the presence of the comple-
mentizer that was greater during the pre-exposure self-paced
reading task than in the post-exposure self-paced reading task
(β = 3.8,SE = .92, p < .05).

A significant ambiguity by SC-bias interaction was found,
suggesting that the processing advantage for the presence
of the complementizer was diminished as the a priori bias
of the verb to take SCs increased (β = 2.3,SE = .89, p <
.05). This replicates previous studies using similar materials
(e.g. Garnsey et al. (1997), Trueswell, Tanenhaus, and Kello
(1993)). Again, this effect interacted with time: the tradeoff
between ambiguity and prior verb bias was diminished dur-
ing the post-exposure self-paced reading task compared to the
pre-exposure task (β =−2.24,SE = .89, p < .05).

Most crucially for the hypothesis that linguistic adapta-
tion serves the purpose of allowing efficient communication,
there was a significant time by group by ambiguity interaction
(β = 2.4,SE = .9, p < .05): the degree to which the comple-
mentizer was exploited by participants changed over time, but
more importantly, the nature of this change depended on the
group’s experience during the exposure phase.

To facilitate visualization of the interaction, we com-
puted a difference score by subtracting post-exposure length-
corrected RTs from pre-exposure length-corrected RTs in the
critical region. Thus, a large change score means a large de-
crease from pre- to post-exposure reading times. As shown in
Figure (3), participants in the high reliability group showed
a greater decrease in reading times for ambiguous sentences
than participants in the low reliability group, reflecting the
relatively high degree of certainty for participants in the high
reliability group that DO/SC verbs would take SCs, based on
the statistics of the exposure phase.

Furthermore, the decrease in reading times for participants
in the low reliability group was actually greater for sentences
with the complementizer than for sentences without; and this
decrease was greater for participants in the low reliability
group than in the high reliability group. This pattern shows
that participants in the low reliability group came to rely on
the complementizer as a probabilistic cue more than the high
reliability group, providing support for hypothesis (B) out-
lined in the introduction.

Lexical Specificity of Exposure Effect
We also tested whether the effect of training was modulated
by whether the verb for the item being read was included in
the exposure phase (recall that only a subset of the 36 verbs
in the pre- and post-exposure self-paced reading task were
included in the exposure phase). Because all verbs included
in exposure were either SC- or DO-biased, models including
both a term for exposure (in exposure phase vs. not) and for
SC-bias did not converge, due to collinearity between these
two predictors. Therefore, to test the lexical specificity of the
exposure effect, we regressed length-corrected reading times
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Figure 3: Group by Ambiguity interaction

onto the full factorial design of time (pre- vs. post-exposure),
exposure (in vs. not), ambiguity (complementizer present vs.
absent), and group (high vs. low reliability). The model in-
cluded the maximum random effect structure justified by the
data based on model comparison. Again, there was a main
effect of time (β = −38.5,SE = 4.3, p < .001), and a main
effect of ambiguity (β = −7.8,SE = 1.1, p < .001), as well
as an interaction between these two predictors (β = 4,SE =
.8, p < .01). All of these effects went in the same direction as
in the previous analysis.

Most notably, the three-way time by ambiguity by group
interaction reported above interacted with training: specifi-
cally, the differential weighting of the complementizer across
the two groups only held for experimental items containing
verbs that appeared in the training phase (β = 1.8,SE =
.9, p < .05). For items with verbs not included in training,
the effect of training was of a similar character across both
groups, as shown in Figure (4).

Conclusion
The results reported here provide support for two related
claims. First, the results support a view of language com-
prehension in which humans continuously update their esti-
mates of the statistics of the language they speak via implicit
learning. This extends previous work in speech perception to
higher level aspects of language processing (Clayards et al.,
2008, Vroomen, Linden, Gelder, & Bertelson, 2007, Kraljic
& Samuel, 2007).

Together, these results support the hypothesis of life-long
learning (A), which is a central assumption of many con-
nectionist accounts (Chang et al., 2006; Elman, 1990; Juola,
1999). This assumption is also supported by a line of recent
results suggesting effects of recent experience that go beyond
short-term boosts in activation associated with the most re-
cently processed relevant linguistic stimulus (e.g. in produc-
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Figure 4: The interaction between group and ambiguity for
items containing verbs not in training. Notice that the pattern
is the same across both groups.

tion: Kaschak, 2007, Snider & Jaeger, submitted; in compre-
hension: Wells et al., 2009, Fine et al., 2010). The results here
highlight both the longevity (at least 10 days elapsed between
visits 1 and 5) and the potentially highly lexically specific ef-
fects of linguistic exposure.

Second, our results suggest a possible explanation for life-
long linguistic adaptation: by maintaining accurate estimates
of the statistics of the ambient language, comprehenders can
exploit probabilistic linguistic cues in such a way that max-
imizes the utility of these cues. In our experiment, as the
reliability of one probabilistic cue to syntactic structure (the
verb) decreased, participants came to depend more on a sec-
ond cue (the complementizer that). Thus participants in our
experiment showed a behavioral pattern consistent with ratio-
nal models of cue combination (Ernst & Banks, 2002, Knill
& Saunders, 2003).

The lexical specificity of the effect of exposure is notewor-
thy here as well. Recall that the tradeoff between the verb and
complementizer cues was observed only for items containing
verbs included in the exposure phase, suggesting that partic-
ipants in the experiment tracked very fine-grained statistics
about the reliability of the verb as a cue to syntactic structure.

The results reported here thus go beyond previous work in
important respects. Within sentence comprehension specif-
ically, in addition to finding that the use of probabilistic
cues during sentence comprehension is sensitive to experi-
ence (providing general support for the claims made by, e.g.,
Wells et al., 2009), we find that the way in which multiple
cues are used during sentence comprehension is guided by
very specific details of the statistical nature of that experi-
ence.

Moreover, to the extent that subjects’ behavior in our ex-
periment depended on the variance of a cue to syntactic



structure (specifically, on the variance of p(SC|v)), the re-
sults suggest that sentence comprehension may be guided by
knowledge of entire probability distributions, rather than sim-
ple point estimates of those distributions, as is typically as-
sumed (explicitly or implicitly) by previous work focusing on
the role of probabilistic cues during sentence comprehension
(e.g. Trueswell et al., 1993).

Beyond the domain of sentence comprehension, if humans
rationally integrate cues to syntactic structure, this would
suggest that the same computational principle governing the
combination of multiple probabilistic cues demonstrated in
speech perception (Clayards et al., 2008, Toscano & McMur-
ray, 2010, Bejjanki, Clayards, Knill, & Aslin, 2008) and in
non-linguistic domains (Ernst & Banks, 2002, Knill & Saun-
ders, 2003) is at work in higher-level language processing,
thus suggesting a unifying computational principle govern-
ing the way humans use information across both perceptual
and higher-level cognitive tasks.
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