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How do we treat categorical variables in regression?

As sets of IVs (code variables)

Together they represent the full information from original categories.

Multiple ways to set up code variables

Different ways test different predictions
These are essentially planned comparisons
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How many coding variables are necessary?

For any grouped/non-continuous IV (G) with some number of levels (g),
g - 1 coding variables are needed to represent G.

4 levels → 3 coding variables (C 1, C 2, C 3)

3 levels → 2 coding variables (C 1, C 2)

2 levels → 1 coding variables (C 1)

NB:

g -1 = # of degrees of freedom (df) of G
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Recap

A categorical variable with g levels is represented by g − 1 coding
variables, which means g − 1 coefficients to interpret.

The coefficients represent different comparisons under different coding
schemes.
Overall model fit is the same regardless of coding scheme.
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How do we represent the coding variables?

Common coding systems

Treatment/Dummy Coding

Effects/Sum Coding

Planned/User-Defined/Contrast Coding (e.g.,Helmert)

Polynomial Coding

NB:

The choice of your coding scheme affects the interpretation of the results
for each individual coding variable; however, it does not change the
overall effect of the set of coding variables (i.e., model fit and related
statistics will not be affected).
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Example Data Set

Lexical Decision Task

Word status

/smok/ = word
/plok/ = phonologically legal nonword
/lbok/ = phonologically illegal nonword

Task: Press button if the item sounds like an English word.

DV: RT of response.
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Check the structure of the data file by typing: head(d)
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Example Data Set

Lexical Decision Task

Does word status affect the time to make responses?

We’ll run linear (and logistic) mixed-effect models testing this general
question with different coding schemes.

One fixed effect (WordCond) and two random effects (Subject and
Item intercepts)

Maureen Gillespie (Northeastern University) Categorical Variables in Regression Analyses May 3rd, 2010 9 / 35



Treatment Coding

Compares other groups to a reference group.

Considerations for choosing a reference group

Useful comparison (e.g., control, predicted highest or lowest)
Well-defined group (e.g., not a catch-all category)
Should not have small n compared to other groups

Intercept represents the reference group mean.
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Treatment Coding

Imagine the question we’re interested in is whether responses to each of
the nonword conditions differ from the word condition.

So, if this is our question, what level should we choose as a reference
group?
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Treatment Coding

Imagine the question we’re interested in is whether responses to each of
the nonword conditions differ from the word condition.

We should choose word as our reference group.

Reference group receives a value of 0 for all coding variables (C i)

Each other level receives 1 in one of the coding variables

Levels C1 C2

word 0 0
legal 1 0
illegal 0 1

C1 tests legal against word
C2 tests illegal against word
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Output from Treatment Coding Linear Regression Model

Intercept: English word mean RT is 733ms.

C1: Legal nonwords are responded to 236ms slower than English
words.

C2: Illegal nonwords are responded to 583ms slower than English
words.
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Example 1

Now, let’s imagine that you wanted to see RTs for phonologically legal
items differ from the RTs for phonologically illegal items.

Choose a base group that tests this question.

Set up this coding scheme in R.

Run the model and interpret the coefficients.
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Output for Example 1

Intercept: Illegal nonword mean RT is 1315ms.

C1: Legal nonwords are responded to 347ms faster than illegal
nonwords.

C2: Words are responded to 583ms faster than English words.
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Effects Coding

Compares mean of a single group to the grand mean.

Usually useful for unordered experimental groups

Base group is chosen

Choose “least” interesting group

Sum of the contrast weights of the coding variables always equals 0.

Intercept represents the grand mean.
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Effects Coding

Imagine that we choose word as our base group.

Base group receives a value of -1 for all coding variables (C i)

Each other level receives 1 in one of the coding variables

Levels C1 C2

word -1 -1
legal 0 1
illegal 1 0

C1 is the difference between illegal and grand mean.
C2 is the difference between the legal and grand mean.
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Output from Effects Coding Linear Regression Model

Intercept: Grand mean RT is 1006ms.

C1: Illegal nonwords are responded to ∼ 310ms slower than the grand
mean.

C2: Legal nonwords are responded to ∼ 37ms faster than the grand
mean.
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Orthogonal Contrast Coding

Goal of these coding systems is to allow each coding variable (C i) to

capture unique portions of the variance (i.e., orthogonal).

test specific, theory-guided hypotheses (i.e., planned comparisons).
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Constructing Orthogonal Contrast Codes (Cohen & Cohen,
1983)

Rule 1. The sum of the weights across each code variable (C i) must
equal 0.

Rule 2. The sum of the products of each pair of code variable (C 1,
C 2) must equal 0.

When group sizes are equal, this ensures that contrast codes are
orthogonal (i.e., do not capture overlapping portions of the variance).

Rule/Suggestion 3. The difference between the value of the set of
positive weights and the value of the set of negatives weights should
equal 1.

Allows each unstandardized β to correspond to the difference between
the unweighted means of the groups involved in the contrast.
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Ordered categorical variables

We often want to know whether levels of our independent variables are
ordered.

We could have a hypothesis that RT increases as “wordiness”
decreases.
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Helmert Coding

Tests one level of a factor against all previous levels.

Useful for ordinal variables

Example comparisons

Does Level 1 differ from Level 2?
Does Level 1 differ from the mean of Levels 2 & 3?

Intercept represents the grand mean.
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Helmert Coding (Regression-style)

Are listeners sensitive to phonotactics of nonwords such that they more
quickly perceive phonologically legal nonwords as words than
phonologically illegal nonwords?

Are real English words more quickly perceived as words than nonwords?

Levels C1 C2

word 0 2/3
legal 1/2 -1/3
illegal -1/2 -1/3

C1 tests legal against illegal
C2 tests word against mean of legal and illegal (i.e., word vs. nonword)

NB:

R does not automatically assign weights that satisfy Rule/Suggestion 3.
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C1: Phonologically legal nonwords are responded to 346ms faster than
phonologically illegal nonwords.
C2: English words are responded to 409ms faster than nonwords.
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Example 3

We can use any of these coding schemes for logistic models.

Run a logistic regression using our accuracy measure as the
dependent variable (d$Response).

Maureen Gillespie (Northeastern University) Categorical Variables in Regression Analyses May 3rd, 2010 28 / 35



Output of Example 3

C1: Odds of a “word” response for phonologically legal nonwords are 7.6
( e2.03) times higher than the odds for phonologically illegal nonwords.
C2: Odds of a “word” response for English words are 6.2 ( e1.83) times
higher than the odds for nonwords.
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Polynomial Coding

What if we care about the shape of the effect over a range of ordered levels
of our independent variable, rather than differences between group means?
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Polynomial Coding

How do we model trends in ordered categorical variables?

Linear trend?

Quadratic trend?

Higher-level trends?

Can test for g - 1 higher-order trends.

2-level factor: Linear (X 1)

3-level factor: Linear, Quadratic (X 2)

4-level factor: Linear, Quadratic, Cubic (X 3)

NB:

Orthogonal polynomial contrasts can be automatically generated by R for
any number of levels using the function contr.poly(n), where n = number
of levels of your factor.
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Polynomial Coding

How do we model trends in ordered categorical variables?

C1 (.L) tests if there is a linear component.
C2 (.Q) tests if there is a quadratic component.
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But what about the main effect?

If you want to get an estimate of the main effect of a multi-level
categorical variable, you can use the function aovlmer.fnc().

Overall effect of the variable is the same, regardless of coding scheme, but
individual coding variables (C i) will differ

Treatment C 1 6= Effects C 1 6= Helmert C 1 6= Polynomial C 1

Each complete set of coding variables captures the same overall
proportion of the variance in the DV, but the interpretation of each
individual coding variable is different under different coding schemes.
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General Overview

The choice of your coding scheme affects the interpretation of the results
for each individual coding variable; however, it does not change the
overall effect of the set of coding variables (i.e., model fit, and related
statistics, will not be affected).
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